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Abstrakt: Ciel’om tejto diplomovej práce je preskúmat’ použitie techník počítačového videnia pre detek-
ciu stavu povrchu vozovky v reálnom čase. Porovnávané boli dve architektúry konvolučných neuróno-
vých sietí, MobileNet a EfficientNet, z hl’adiska ich výkonnosti a rýchlosti pri klasifikácii stavov povrchu
na mokré, suché a snehom pokryté cesty. Modely boli trénované a porovnávané na verejne dostupnom
datasete (RoadSaW) obsahujúcom presné anotácie z monitorovacieho senzoru výšky vodnej hladiny na
vozovke, upraveného na klasifikáciu požadovaných stavov a na datasete vytvorenom z reálnych scén
zachytených kamerou testovacieho vozidla, ktorý obsahuje takmer 55 000 obrázkov. V práci boli presk-
úmané rôzne trénovacie hyperparametre a techniky regularizácie na trénovanie modelov a následne boli
vyhodnotené ich schopnosti generalizácie na predošle nepozorovaných dátach. Oba modely sa ukázali
ako efektívne pre túto úlohu, pričom výsledky ukazujú, že MobileNet prekonal EfficientNet z hl’adiska
presnosti a rýchlosti spracovania, čo naznačuje potenciál pre jeho reálne aplikácie.

Klíčová slova: detekcia stavu povrchu vozovky, bezkontaktná detekcia, autonómne riadenie, počítačové
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Abstract: This thesis aims to investigate the application of computer vision techniques for real-time road
surface condition (RSC) detection. Two convolutional neural network architectures, MobileNet and Ef-
ficientNet, were evaluated for their performance and inference speed in classifying surface conditions
into wet, dry and snow covered roads. The models were trained and evaluated on a public dataset (Road-
SaW) containing precise annotations from a sensor monitoring the water film height, with modifications
to fit the specific RSC classification task defined in this thesis and a created dataset of real-world driv-
ing scenarios recorded from the test vehicle camera consisting of almost 55 000 images. This work
explored several training parameters and regularization techniques to optimize model performance and
evaluated generalization capabilities on unseen data. Both models were shown to be effective in this task,
with the results indicating that MobileNet outperformed EfficientNet in accuracy and processing speed,
demonstrating potential for real-world applications.
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Introduction

Harsh weather, especially heavy rain or snow, adversely affects driver capabilities, vehicle handling,
and the condition of road infrastructure. Several studies have shown that these conditions negatively in-
fluence the roadway capacity, speed, and density of the traffic and increase the risk of traffic accidents [1].
Monitoring surface conditions offers valuable information that could be used as a reference to understand
vehicle braking behavior, potentially decreasing the risk of dangerous accidents. Of critical importance
in this regard is the road friction coefficient, which impacts vehicular braking control. Low-friction road
surfaces pose significant risks of high-side slip accidents, where the brakes become less effective, in-
creasing the possibility of traffic accidents. Various factors influence this coefficient, including vehicle
characteristics, road surface, and environmental variables. Among these, weather conditions such as
rainfall, snow, and ice have the most substantial impact, causing road surfaces to become slippery, lead-
ing to sudden reductions in friction coefficients. Table 1 shows the change in the estimate of the road
friction coefficient based on the different road conditions.

Table 1: Friction coefficient for different road surface conditions according to [2].

Road Surface Condition Dry Damp Wet Black Ice Snow
Friction coe�cient estimate 1 � 0:80 � 0:75 � 0:65 � 0:50 � 0:40

Road surface condition (RSC) sensing is an important tool for detecting states that affect the estima-
tion of friction coefficients and provides key information on vehicle braking dynamics [2]. Therefore,
both active safety systems and self-driving cars could greatly benefit from the ability to predict these
conditions in real-time [3].

Several sensors already exist for this purpose that are able to determine RSC in both contact and
non-contact forms. Although precise, contact sensors face limitations due to their short service life, high
installation and maintenance requirements, and the inability to provide real-time measurements. Non-
contact methods such as infrared spectroscopy, optical polarization, radar detection, and computer vision
meet the portability and real-time data support demands. Despite the fact that many sensors for RSC
detection are already available, utilizing a front-facing in-vehicle camera remains the most cost-effective
and readily accessible option, since it often comes as part of basic vehicle hardware [2].

The aim of this thesis is to train a fast and accurate computer vision model to detect road surface
conditions suitable for use in a test vehicle which is a Porsche Cayenne equipped with the ZED 2 camera
system installed behind the rear-view mirror. The first Chapter gives a brief overview of the different non-
contact RSC detection methods and further focuses on the previous work in the computer vision approach
to this task. Chapter 2 provides an introduction to the concept of machine learning with an emphasis on
classification task metrics and common regularization techniques, while Chapter 3 delves deeper into the
specifics of artificial neural networks, mainly the convolutional neural network architectures, which are
widely used in computer vision. Chapter 4 presents the approach to RSC detection taken in this thesis,
providing information about the dataset created from the test vehicle’s recordings used to examine the
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model performance in real-world conditions. The final Chapter describes the experiments and evaluation
of computer vision models trained for the purpose of RSC detection. These were trained and tested on
public recordings and custom data created for the objective of this thesis using recordings from the test
car camera. The classification metrics showed strong performance for both trained models, while the
assessment of prediction speed demonstrated their ability to operate in real-world scenarios.
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Chapter 1

Road Surface Condition Detection

As already mentioned in the Introduction, the condition of the road surface strongly in�uences the
friction coe� cient. These conditions can be examined through contact or non-contact measurements.
According to [2] the precision of contact sensors for measuring RSC in addition to their high maintenance
and installation requirements cannot o� er real-time measurements, which is critical for autonomous
driving and active safety systems.

Given the focus of this thesis on computer vision, a short description of the main non-contact RSC
detection methods will be presented in this Chapter mainly emphasizing the computer vision approach
and the previous researches in this �eld. Some of the common non-contact road surface condition detec-
tion approaches are represented in Figure 1.1 and include:

Figure 1.1: Diagram of common non-contact RSC detection methods [2].

ˆ Infrared Spectroscopy: This technique measures the absorption of infrared (IR) frequencies by
the sample placed in the path of the IR beam. The main idea is that di� erent chemical func-
tional groups in the sample absorb di� erent characteristic wavelengths of IR radiation. Based on
this knowledge, the presence or absence of these groups can be identi�ed [4]. The various re-
�ectancies of water, snow and ice make this approach suitable for RSC detection, where several
characteristic wavelengths sensitive to these di� erent water states are used as the basis for discrim-
ination. Several IR spectroscopy-based sensors developed for this purpose are described in [2],
both vehicle-mounted and stationary. Vehicle-mounted sensors can be suspended on either side
of the car as well as on the roof and provide real-time RSC information. Stationary sensors can
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CHAPTER 1. ROAD SURFACE CONDITION DETECTION 9

be installed at di� erent heights and angles above the road. These tend to have better performance
but come at higher cost. Although IR spectroscopy is a fast and highly accurate RSC detection
approach, capable of providing detailed information on road conditions, its accuracy is strongly
impacted by di� erent light sources and backgrounds. In addition to this shortcoming, the sophis-
ticated technology involved leads to higher costs of these systems.

ˆ Optical Polarization: This approach relies on the use of a photodetector that measures the in-
tensity of scattered and re�ected light. The polarization parameters are then used to distinguish
between dry and waterlogged, as well as wet and dry surface conditions. While this principle is
easy to implement, due to the di� erence in refractive indices of ice and water being very small, a
high degree of precision in the installation angle of the detector is required. Among its main draw-
backs is also the fact that environmental changes have a large impact on RSC detection results [2].

ˆ Radar Detection: Some of the commonly used radar-like technologies for autonomous driving
capable of RSC detection are millimeter wave radar and LiDAR (Light Detection and Ranging) [2].
LiDARs use one or more laser beams to scan the �eld of view of the vehicle, resulting in a three-
dimensional point cloud of the scanned environments and the intensities corresponding to the
re�ected laser energies. This output is commonly used in autonomous driving for tasks such as
object detection, classi�cation, tracking, and intention prediction. Although LiDARs have proven
to be e� ective in various tasks, their functionality is limited in adverse weather conditions [5],
which makes them less suitable for RSC detection. Millimeter wave radar utilizes radio waves in
the millimeter wave spectrum to identify di� erent conditions based on changes in intensity after
scattering and re�ection through the layer of water, ice, or snow. This radar technology outper-
forms LiDAR in challenging weather conditions; however, it falls short in terms of resolution [2].

ˆ Computer Vision: Deep learning algorithms have been successfully applied in various classi�-
cation tasks. Many vehicles come equipped with a monocular front camera as part of their basic
hardware. Using the information from these cameras, computer vision methods have the ability
to explore the texture and other characteristics of the surface to determine road conditions. Exist-
ing approaches for RSC detection using convolutional neural networks were able to di� erentiate
between wet, dry, and snowy conditions, in addition to providing a distinction between di� erent
types of road surface [6]. Computer vision methods utilize existing sensors to predict road surface
conditions, o� ering a cost-e� ective solution. However, this approach is dependent on the quality
of the data set, which impacts the accuracy of the predictions [2]. Nevertheless, the extraction
of information about the surroundings of the vehicles from the front-facing camera is a common
computer vision task in autonomous driving applications [7].

1.1 Computer Vision Datasets

As already mentioned, computer vision methods depend on the datasets used for training, this section
is going to present various public computer vision datasets employed in automotive tasks, which have
been or have the potential to be used for training machine learning models for RSC detection.

BDD100K

This dataset consists of 100 000 driving videos (40 seconds each) recorded during more than 50 000
rides using a camera, collected in various regions of the United States, including New York and the San
Francisco Bay area. Provided are also annotations for di� erent computer vision tasks including image
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classi�cation, object detection, semantic segmentation, instance segmentation, lane detection, drivable
area segmentation, and more (see examples in Figure 1.2). These recordings were taken under various
conditions, such as di� erent times of the day (including nighttime recordings) but also in diverse weather
conditions (rain, snow, clear, partly cloudy or overcast) [8].

Figure 1.2: BDD100K dataset sample images with annotations [8].

KITTI

This dataset was recorded in Karlsruhe, Germany, using various sensors, including color and grayscale
stereo cameras mounted on the roof of a vehicle. The images contain 6 hours of real-world tra� c sce-
narios, including highways, inner cities, or rural areas. It provides evaluation benchmarks for computer
vision tasks such as optical �ow, semantic and instance segmentation, and 3D object detection visual-
ized in Figure 1.3, as well as many more [9]. However, KITTI does not provide any information on the
weather conditions during recording or any indication that there was any diversity in the conditions on
the road surface during the recorded scenarios, making it less ideal for RSC detection task.

Figure 1.3: Examples of images with annotations from KITTI dataset [9].

RobotCar

RobotCar consist of over 100 drives of the same route in Oxford, UK. Data were collected from May
through December, capturing di� erent weather conditions, such as light and heavy rain, direct sunlight,
and snow, using 6 cameras along with LiDAR and GPS. The dataset contains raw data with tags provided
for di� erent weather, road, or GPS conditions [10]. Despite its considerable size and the wide variety




	Introduction
	Road Surface Condition Detection
	Computer Vision Datasets
	Computer Vision Methods for RSC detection

	Introduction to Machine Learning
	Performance Evaluation
	Regularization

	Artificial Neural Networks
	Perceptron
	Feedforward Neural Network
	Convolutional Neural Network

	 Experimental Setup and Dataset Creation
	Dataset Creation and Preprocessing

	Evaluation
	Experiments with RoadSaW
	Experiments with Created Dataset
	Prediction Speed Evaluation
	Discussion

	Conclusion

