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Abstrakt: Tato praca sa zaobera detekciou tvare bez obmedzijiicich podmienok. Jej tlohou je popisat’
met6dy detekcie, zvolit’ vhodné z nich ako aj datasety pre testovanie tychto algoritmov. Testovanie pre-
bieha na dvoch vol'ne dostupnych kolekcidch obrdzkov (WFLW, CelebA) a na jednom vlastnom datasete
vytvoreného pre tucely tejto prace oznacovanim prielenych dat z Viedenskej kniZnice. Schopnost’ algorit-
mov fungovat’ v menej idedlnych podmienkach bola overend aj na podskupine siborov WFLW a CelebA,
ktoré boli osadené v zt'aZujticich podmienkach.

KliCova slova: datasety pre detekciu tvdre, detekcia tvédre, obmedzujice podmienky, orientacné body
tvdre, strojové ucenie
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Abstract: This thesis deals with face detection under unconstrained conditions. It aims to describe
detection methods and select the appropriate approaches as well as datasets for testing them. The testing
is done with the help of two publicly available collections (WFLW, CelebA) and one set created for
the purposes of this thesis by labeling data from the Vienna City Library. The performance of these
algorithms in less ideal conditions was also tested on more challenging subsets of the CelebA and WFLW
datasets.
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Introduction

A large part of human interaction involves face-to-face communication. Face is the first thing that
people notice about one another, it expresses emotions and carries a lot of information about a person
and their state of mind. We use facial features to identify each other on a daily basis.

For these and many other reasons, the detection of faces in an image is a useful tool for computers.
It is a key instrument for other face-related computer tasks, such as recognition, authentication, gender,
age recognition, head pose tracking, face tracking for surveillance, and many others [1]. In addition to
its use in facial analysis tasks, face detectors can be found in most digital cameras providing the auto-
focus feature or in social media networks to tag people in images [2]. However, in face detection, there
are many challenges that the computer must be able to overcome to be successful in this task. These
include variations in pose, facial expressions, lighting conditions, occlusions, etc. [1]. Therefore, many
face detection approaches, as well as face detection datasets, have been developed to train and test these
methods. The early algorithms, although successful under certain conditions, were unable to perform
well in real world settings. Today, many approaches have been developed that are capable of performing
accurately even in more complex environments [2].

This thesis aims to present the theoretical background behind some of the face detection methods
used to detect faces under unconstrained conditions. It includes a chapter on the fundamentals of machine
learning (Chapter 1) and a chapter dedicated to face detection, where detection methods, which are later
used in experiments, are described (Chapter 3). Chapter 2 describes different challenges in detection, as
well as datasets used to train and evaluate detectors under these conditions. The last Chapter 4 focuses
on experiments conducted with the chosen methods on three different datasets and evaluates the results
under different image conditions.



Chapter 1

Machine Learning

Face detection in digital images is a process used to identify the size and location of the human
face, as well as its features [1]. The input of this process is an image or a video with the output being
the information, whether it contains a face and its location as well as the extent of each of the faces
present [3]. It may also be viewed as a classi cation problem where the objective is to locate all members
of a certain class. In this case, we deal with a two-class recognition task in which one class represents all
faces and the other one everything else [4].

Machine learning is used for many computer vision tasks, including face detection. This chapter
provides a brief review of machine learning techniques and principles.

Figure 1.1: Various elds of research which are incorporated into machine learning.

As shown in Figure 1.1, machine learning is a discipline that combines various diverse elds of re-
search. It models algorithms based on empirical data, from which it pursues to extract rules and patterns.
8



CHAPTER 1. MACHINE LEARNING 9

The main idea behind these algorithms is that they learn to perform given tasks based on acquired ex-
perience. A formal de nition of learning by Tom M. Mitchell (1997) is: "A computer program is said

to learn from experience E with respect to some class of tasks T and performance measure P if its per-
formance at tasks in T, as measured by P, improves with experience E." [5]. Some of the most common
machine learning tasks attassi cation, regressionfeature reductionanomaly detectioor denoising

Figure 1.2: Main categories of machine learning algorithms based on experience.

The experience represents what kind of data we present the algorithm with, what it experiences [5].
Based on dierent learning techniques (experiences), machine learning can be divided into three main
subcategories [6] (see Figure 1.2):

" Supervised learning In this type of learning, examples of labels for input data are given to
the computer. It is expected to associate features based on given knowledge and make decisions
accordingly. Algorithms that experience this kind of data are, for example: linear or logistics
regression, decision trees, naive Bayes classi er.

Unsupervised learning These techniques experience data given by features. Since no labels are
provided, training is done by nding similar patterns and grouping the data according to those
patterns. Examples for this category include: k-means clustering, probabilistic clustering, or hier-
archical clustering.

Reinforcement learning Algorithms that use reinforcement learning maximize their performance
by receiving feedback (called reinforcement signal). Therefore, they do not experience a xed
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dataset as the previously mentioned approaches. This technique might be used, for example, in
training neural networks.

Among the standard performance measures, the most frequently used for classi caticowaeey
error rate, precision speci city, or sensitivity The choice of measures depends on the given task and the
desired behavior of the algorithm used. One of the most challenging factors in machine learning is the
algorithm's ability to perform well on previously unobserved input. To obtain a better insight into the
performance, a testing set (which is independent of training data) is used to calculate the performance
measures. A term used for the ability to give satisfactory results on previously unseen data is called
generalization While training a machine learning algorithm, a training error is calculated from the
training data as well as a generalization (test) error - an error expected on new data. From these values,
we can study the adequacy of the given algorithm by observing its ability to minimize:

" Training errors: The inability to adequately minimize the training error resultadfer tting.

~

Gap between test and training errors: If the gap becomes too targetting occurs [5].

Examples of these unwanted behaviors of models are depicted in Figure 1.3. The likelihood of over tting
or under tting the model can be controlled by its capacity. This property represents the model's capability
of tting di erent functions.

Figure 1.3: Visualisation of model behaviors if inscient minimization of training errors (under tting)
or gap between training and test error (over tting) occurs and a model with appropriate capacity.

The remainder of this chapter is focused on machine learning methods that are common in face
detection applications.

1.1 Support Vector Machine

Support vector machine (SVM) is a machine learning algorithm that uses supervised learning for
classi cation tasks. Itis designed to look for parallel hyperplanes that separate data belongiregéodi
classes by the maximum possible distance. The resulting decision boundary is also a hyperplane parallel
to these so-called marginal hyperplanes, which lies between them. The name support vector machine is
derived from the term used for training samples that the separating hyperplanes pass tsupgirt
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(a) (b)

Figure 1.4. (a) Hard margin SVM approach to nding decision boundary for two classes and two-
dimensional features where hyperplanes are lines. It shows where the decision boundary support vectors
and maximum margin are located. (b) Soft margin approach which allows the outlier to lie on the wrong
side of the marginal hyperplanes.

vectors[7]. Figure 1.4a depicts all the above-mentioned concepts related to SVM for two classes of
two-dimensional features.
A hyperplane for separating two classes with n-dimensional feature veci®de ned as:

wx+b=0 (1.1)

andw is the vector of weights. Two marginal hyperplanes can be represented as:
wx +b=1; 1.2)
wx+b= 1, (1.3)

satisfying the condition that the hyperplanes separate flafax; + b) 1 where! ; is class identi er
(i 2 f1; 19. Let us have two feature vectorg: lying on the positive plane and on the negative
plane closest ta.. Vectorx, X is normal to both hyperplanes, hence for any

W= Xy X (1.4)

Multiplying Equation (1.4) by vectow yields:

kWié = xsw X W, (1.5)
kwié = 2; (1.6)
Substituting = 2=kwi? (derived from (1.6)) in (1.4) leads to:
2
X+ X = Wl( (17)

which is the equation for the margin, we are looking to maximize. This can be achieved by minimizing
kwk with regard to the constraint;(wx; + b) 1. Lagrangian function can be used to accomplish this
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task [8]. This kind of approach to SVM uskard marginconstraint and is suited for linearly separable
classes without outliers. To avoid this drawback, sl marginconstraint is used. A penalty term is

added to the objective function so that the algorithm allows the training samples to lie on the other side of
the hyperplane for a given class (see Figure 1.4b). If classes are not linearly separable classes, a mapping
of the feature space is carried out. This approach to SVM is known d®thel trick[7].

1.2 Principal Component Analysis

Principal component analysis (PCA) is an unsupervised learning algorithm. It is designed to reduce
the dimensionality of given data while removing their linear correlation. Covarianece formatrix rep-
resentation of datA with zero mean (which can be achieved by subtracting the mean from all samples)
is de ned as:

Cov[x] = lexTx: (1.8)

PCA nds a linear orthogonal transform, in this case rotatior x"W, such that matrix Co¢ is
diagonal [5].

The basic algorithm for principal component analysis consists of nding the mean veeiwd the
covariance matrix Cow] from the original data. Subsequently, the eigenvectors with their correspond-
ing eigenvalues of the covariance matrix are calculated and sorted in decreasing order according to the
eigenvalues. Afterwardg eigenvectors with the highest eigenvalues are used as new dimensions that
the originalm-dimensional space will be transformed into [9]. The number of eigenvektoes be
determined by the number of dimensions needed for given problem or with the help of a measure called
proportion of explained variance which is calculated from the eigenvalues [10]. Figure 1.5 shows an
example of PCA for 3-dimensional data.

(b) Scatterplot after using PCA to reduce the dimen-
(a) Original data in 3-dimensions. sionality to 2-dimensions.

Figure 1.5: Visualization of PCA on 3-dimensional dataset [11].

1.3 Adaptive Boosting

Adaptive Boosting or AdaBoost is a supervised learning algorithm used for classi cation. The idea
behind this approach is to create a classi er by combining several imprecise or weak ones.



CHAPTER 1. MACHINE LEARNING 13

Let us haveN training samplesx;; v; i'\il wherex; 2 R¢, k 2 N andy; 2 f 1;+1g The de nition of
0 1loss function for weak classi ersf(x) 2 f 1;+1gis given by the equation:

8
30 if fm(Xi) = Vi
G0 =5, (o L.9)

The algorithm for adaptive boosting consists of the following steps:

1. Initialize the weights for each weak classi mél) = 1=Nfor all i.

(a) Train weak classi emwith given weights, minimizing weighted error:

P () L ),

m = P ; (2.10)
ol
and count the weight of thexth classi er = In -2,
(b) Update the weights for alllaccording to the following formula:

W™ = W™ exp( ml (fnlxi) , ¥1)): (1.12)

This learning process produces the nal classi er in the form of a linear combination given by equa-
tion [12]:
g(x) = signiw mfm(x)% (1.12)
m=1

1.4 Arti cial Neural Networks

These machine learning algorithms are inspired by human biology. The main idea behind this ap-
proach is to construct a network of so called neurons, which operate in parallel [7]. Unlike other machine
learning approaches, arti cial neural networks (ANNSs) learn the representation of given data, which be-
comes increasingly abstract in each layer. However, human input in form of specifying the parameters is
still needed even for these learning algorithms.

One of the rst arti cial neuron models was the perceptron (see Figure 1.6). It works for a two-class
classi cation problem where the data are linearly separable. The equation for the separating hyperplane
in this case yields:

f(w)=w'x=0; (1.13)

ing weights andf is calledinput function When performing classi cation on linearly separable data
with two classe£1 andCy, the aim is to nd weights that satisfy the following condition:

8
;.20 ifx2C
W X3

. (1.14)
<0 ifx2Cy:

Let w(1) be the weight vector of arbitrary valuegk) the pattern vector corresponding to stepnd
> 0 thelearning rate Then the training algorithm for stépof the perceptron is following [13]:
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Figure 1.6: The composition of arti cial neuron called perceptron.

1. if x(k) 2 Cy andw'x(k) O, letw(k+ 1) = w(k) + x(K)
2. ifx(K) 2Coandw™x(k) 0, letw(k+1)=w(k)  x(K)
3. else, letv(k + 1) = w(k).

Afterwards,activation functiong is used to determine the class membership of given data. In this
case, the activation function is a thresholding function, which assigns the pattern tG citbe thresh-
olded output is 1 and to cla§ for this value equal to 1.

Arti cial neurons in multilayer networks work in the same way as perceptroneiing mainly in
activation function. Some of the most frequently used activation functions in arti cial neurons are:
sigmoid, recti er linear unit (ReLU), hyperbolic tangent (see Figure 1.7) or in some instances softmax.
Training of these networks is performed using biaekpropagatioralgorithm.

There are many dierent architectures of neural networks based on the way the network is connected.
Some of the most well-known are, for example, feedforward networks, convolution, radial basis function
networks, and many more [13].

Feedforward Neural Network

This network usually consists of several layers of neurons. The rst impaif(layer) is comprised
of the same number of neurons as is the feature vector dimensionality. The data processed in the input
layer are subsequently sent to the hétlden layer Each layer receives the data, performs (previously
described) operations, and sends the output to the next one [7]. The number of neurongcemedich
layer. Each neuron has only one output, which is connected to all neurons in the next layer to create
a fully connected network. If there is only one hidden layer in the network, it is calatow while
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Figure 1.7: Activation functions used in arti cial neuron structures.

those with two or more are labeleléep The number of layers of ANN is called itepth[13]. The last
hidden layer is connected to tloatput layer which provides the values used for determining the nal
decision [7]. Examples of deep and shallow feedforward neural networks are shown in Figure 1.8.

As mentioned in the previous text, the training of ANNSs is done by backpropagation. The backprop-
agation algorithm for these types of networks consists of four basic steps [13]:

1. input of the training data,
2. classi cation of the data by network and the determination of its error,

3. computation of required changes, that minimize the error, is carried out by passing the error
through the network,

4. the model weights are updated, and the process is repeated until the error reaches an acceptable
level.

Convolutional Neural Network

The main di erence between convolutional neural networks (CNN) and feedforward networks is that
they use convolution as an input function in certain layers. This allows the input of these networks to
have an image format or similar grid-like form. Instead of previously extracted features, these ANNs
learn the patterns directly from given images. Therefore, these types of networks are well suited for
image processing applications [13].

Aside from the input and output layer, a CNN is commonly comprised of three types of layers -
convolutionaj poolingandfully connectedThis structure is shown in Figure 1.10.

" Convolutional layers use kernels, which are convolved with the input. The kernel is the same
depth as the input, has low spatial dimensionality, and is applied to the whole image. A hyper-
parameter calledtrideis used to de ne the step size with which the kernel is moved through the
input in the process of convolution. The output depth can be controlled by the number of neurons
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@) (b)

Figure 1.8: Examples of feedforward (a) deep and (b) shallow neural network structures.

in a given layer and also by using zero-padding. Same as in previously described ANNs, an acti-
vation function is applied to the outcome of convolution. An example of how this layer performs
convolution on an image is shown in Figure 1.9.

Figure 1.9: The convolution of input image with 33 3 kernel [14].

" Pooling layersare used to reduce the spatial dimensionality of the data, which is done by con-
volution with kernels. These are usuaftyax-pooling layerof size 2 2 with the stride set to
two [15]. This method of pooling is done by moving the kernel along the input by the given stride
and returning the maximum value of the covered portion of the data.

" The fully-connected layer functions in the same way as a typical ANN. The image is attened
and a feedforward neural network with a soft-max activation function is used [14].
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Figure 1.10: An example of CNN structure [14].
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Chapter 2

Face Detection Challenges

As we learned in the previous chapter, face detection is a two-class recognition task. Therefore,
the same challenges as in object-class recognition might be encountered. When dealing with faces, we
observe exceptionally high intraclass variability caused by many factors sucheasmti facial shapes,
colors, makeup, facial hair, accessories, etc. [4]. Some of the main challenges that detection deals with
are presented in Table 2.1. All these dient scenarios will very likely occur in a real-life application,
hence the need for unconstrained face detection algorithms. This term suggests that such a system should
work successfully regardless of the subject conditions or how the image was captured [16].

Table 2.1: Challenges in face detection, images from dataset [17].

Challenges |

Description \

Example

Di erent expression

Occlusion

llumination

Complex backgroung

)

Odd facial expressions might
cause more within-class variation.

Part of the face could be covered by an
object, body part, facial hair, etc. It could
reduce accuracy as well as the detectian
rate.

lllumination changes in the image might
make faces less visible or reduce the ap
pearance of certain anatomical traits.

With more objects present in the back-
ground, the location of the faces becomes
less apparent.

18
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